
Multi-perspective Optimization of 
Pre-trained Language Model: What Works and What's Next

Yige Xu

PhD Student, SCSE, NTU

yige002@e.ntu.edu.sg

https://xuyige.github.io

mailto:yige002@e.ntu.edu.sg
https://xuyige.github.io/


Profile

• Currently, I am a first-year Ph.D. student in LILY, SCSE, 
NTU. My supervisor is Prof. Chunyan Miao.

• Before NTU, I obtained my Master’s degree at Fudan
University in 2021, and Bachelor’s degree at Shandong
University in 2018.

• My research interest mainly focus on knowledge
transfer in natural language processing.

224/03/2022 Yige Xu - Multi-perspective Optimization of
Pre-trained Language Model: What Works and What's Next



Outlines

• Background of Pre-trained Language Models

• Fine-tuning: A Simple but Effective Method of Transferring Knowledge

• Optimization of Training Objective

• Optimization of Module Architecture

• Optimization of Evaluation Metric

• Prompting: A New Paradigm of Transferring Knowledge
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Background of Pre-trained Language Models

• Word Representations: Use a dense vector to represent a word
– Convert the discrete signals to the continuous signals
– Can represent more features
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Background of Pre-trained Language Models

• Pre-trained Word Representations
– Provide a good initialization point
– Contain some semantic information
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Background of Pre-trained Language Models

• Pre-trained Language Models
– Learn universal language representations.
– Obtain a good initialization.
– As a regularization method.
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Fine-tuning

• Source domain: Pre-trained Language Model
• Target task: Downstream Task

How to transfer knowledge from source domain to target task?
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Fine-tuning

• Single-Task Fine-Tuning
– Simply add a classifier layer (Task-specific Model) to the bottom of PLM.
– Jointly optimize all the parameters from PLM as well as Task-specific Model.
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Fine-tuning

• Further Pre-training
– Apply pre-training task on another unlabeled corpus U. Then fine-tune the new checkpoints on

the downstream task same as Single-Task Fine-Tuning.
qWithin-task pre-training

qU <- corpus from the training set of a target task

qIn-domain pre-training
qU <- corpus from the same domain of a target task

qCross-domain pre-training
qU <- corpus from both the same and other different domains to a target task

• Source domain -> Target domain -> Target task

924/03/2022 Yige Xu - Multi-perspective Optimization of
Pre-trained Language Model: What Works and What's Next

How to Fine-tune BERT for Text Classification?



Fine-tuning

• Further Pre-training
– Within-Task Pre-training
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Fine-tuning

• Further Pre-training
– In-Domain and Cross-Domain Further Pre-training
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Fine-tuning

• Comparison with Models before PLM
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Fine-tuning

• Learning Rate Tuning

– A lower learning rate such as 2e-5 is necessary to make PLM (BERT) overcome the catastrophic
forgetting problem.
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Fine-tuning

• Learning Rate Tuning
– Utilize a layer-specific learning rate
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Optimize the Training Objective

• Fine-tuning usually achieves better results than feature extraction

• Fine-tuning strategy itself is simple and has yet to be fully explored

• How can we maximize the utilization of PLM without introducing external data or
knowledge?
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Optimize the Training Objective
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Optimize the Training Objective

• Self-Ensemble
– Sample checkpoints from the experience pool
– Use parameter averaging or logits voting to compute the output of teacher models

1724/03/2022 Yige Xu - Multi-perspective Optimization of
Pre-trained Language Model: What Works and What's Next

Improving BERT Fine-Tuning via Self-Ensemble and Self-Distillation



Optimize the Training Objective

• Self-Distillation
– Self-Distillation-Averaged (SDA)

– Self-Distillation-Voted (SDV)
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Optimize the Training Objective

• Main Results
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Optimize the Training Objective

• Main Results
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Optimize the Training Objective

• Convergence Curves
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Optimize the Training Objective

• Convergence Curves
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Optimize the Training Objective

• Model Comparison
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Optimize the Training Objective

• Model Comparison
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Optimization on other Perspectives

• Optimization of the Module Architecture
– PLM not always performs well, in some challenging task such as Keyphrase Generation,

Transformer even performs worse than RNNs

– Keyphrase Generation: Given an input document X, the task aims to predict a sequence of
keyphrases that contain the core idea of the input document

– In KG tasks, uninformative content abounds in documents while salient information is diluted in
the global context.
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Optimization on other Perspectives

• Optimization of the Module Architecture
– Chunking: Separate the input document manually

– Sparse the Matrix of Attention Mask:

– Apply Relative Multi-head Attention:

2624/03/2022 Yige Xu - Multi-perspective Optimization of
Pre-trained Language Model: What Works and What's Next

Searching Effective Transformer for Seq2Seq Keyphrase Generation



Optimization on other Perspectives

• Optimization of the Module Architecture
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Optimization on other Perspectives

• Optimization of the Module Architecture
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Optimization on other Perspectives

• Optimization of the Evaluation Metric

– Traditional F1 score only considers the exact match predictions

Score(“natural language processing”, “language understanding”) = Score(“natural language processing”, “apple tree”) = 0

– Keyphrases are short, therefore it is not suitable for n-gram-based metric

Is there any fine-grained metric for a smooth evaluation? 
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Optimization on other Perspectives

• Fine-Grained Score (FG-Score)
– Token-level F1 Score
• For the predicted keyphrase and the ground truth, compute the F1 score in token level

– Token-level Edit Distance
• Use dynamic programming to compute the edit distance in token level and then re-normed by the target 

length

– Repetition Rate Penalty
• Prevent from generating similar keyphrases
• Penalize when the predicted words appear more times than that in the ground truth

– Generation Quantity Penalty
• Prevent from generating keyphrases only with high confidence
• Penalize when the number of the predicted keyphrases is not equal to the number of the ground truth
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Optimization on other Perspectives

• Optimization of the Evaluation Metric
– Two-stage Reinforcement Learning Framework
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Optimization on other Perspectives

• Optimization of the Evaluation Metric
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Prompt

• Definition
– Prompt engineering is the 

process to create a prompting 
function 𝑓!"#$!%(𝑥) that 
helps the PLM predicts the 
answer.
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Prompt

• Advantages

– Better explore the potential of PLM

– Avoid the gap between pre-training and fine-tuning

– Effective in many source-limited scenarios such as few-shot settings

– Make all the tasks consistent in the same approaches
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Prompt

• Challenges

– Prompts require carefully tuning in specific domain

– The interpretability of prompt is limited

– Fine-tuning usually has better performance in large-scaled supervised scenarios

– Transferability prompts have yet to be fully explored
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Thank you
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