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Background and Motivation

Ø Task Description for Keyphrase Generation
• The source document is a summary of an article

(e.g., abstract for scientific papers)

• The target is some keywords that represent the 
core information of the source document

• The red words represent the present keyphrases
that appear in the source document

• The blue words represent the absent keyphrases
that cannot be found in the source document
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Background and Motivation

Ø Motivation
• Traditional F1 score only considers the exact match predictions

• Keyphrases are short, therefore it is not suitable for n-gram-based metrics

Score(“natural language processing”, “language understanding”) = Score(“natural language processing”, “apple tree”) = 0

Is there any fine-grained metric for a smooth evaluation?

Is this suitable?
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Our Method and Framework

Ø Fine-Grained Score (FG-Score)
• Token-level F1 Score
• Token-level Edit Distance
• Repetition Rate Penalty
• Generation Quantity Penalty
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Our Method and Framework

Ø Fine-Grained Score (FG-Score)
• Token-level F1 Score

• For the predicted keyphrase and the ground truth, compute the F1 score in token level
• Token-level Edit Distance
• Repetition Rate Penalty
• Generation Quantity Penalty
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Our Method and Framework

Ø Fine-Grained Score (FG-Score)
• Token-level F1 Score
• Token-level Edit Distance

• Use dynamic programming to compute the edit distance in token level and then
re-normed by the target length

• Repetition Rate Penalty
• Generation Quantity Penalty
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Our Method and Framework

Ø Fine-Grained Score (FG-Score)
• Token-level F1 Score
• Token-level Edit Distance
• Repetition Rate Penalty

• Prevent from generating similar keyphrases
• Penalize when the predicted words appear more times than that in the ground truth

• Generation Quantity Penalty
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Our Method and Framework

Ø Fine-Grained Score (FG-Score)
• Token-level F1 Score
• Token-level Edit Distance
• Repetition Rate Penalty
• Generation Quantity Penalty

• Prevent from generating keyphrases only with high confidence
• Penalize when the number of the predicted keyphrases is not equal to the number of the

ground truth
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Our Method and Framework

Ø Fine-Grained Score (FG-Score)

Token-level:
• Token-level F1 Score
• Token-level Edit Distance

Instance-level:
• Repetition Rate Penalty
• Generation Quantity Penalty
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Our Method and Framework

Ø Continuous Scorer (FB-Score)

• Smoother

• Higher score in synonyms
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Our Method and Framework

Ø Reinforcement Learning Framework
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Main Results

• RL with the F1 score has similar 
FG score compared to the baseline 
model.

• First train with FG or FB score 
and then train with F1 score can 
achieve the best result.

• Using continuous FB score usually 
performs better.
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Conclusion

Ø We formulate a Fine-Grained Evaluation Score (FG-Score) for Keyphrase
Generation.

Ø We propose a two-stage reinforcement learning training framework with 
our fine-grained evaluation metric for Keyphrase Generation task.

Ø SOTA results on several datasets. Moreover, it proves that it is necessary to 
deal with the semantic similarities between predictions and targets.
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Thank You for Listening
Code: 
https://github.com/xuyige/FGRL4KG


