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Background and Motivation

• Task Description for Emotional Recognition in Conversation

– Given a conversation history 𝑐 = 𝑢!, 𝑠! , 𝑢", 𝑠" , … , 𝑢# , 𝑠# with 𝑁 utterances, where
𝑢$ 	and 𝑠$ 	is the content and the speaker information for the 𝑖-th utterance.

– The target is to predict the emotional category 𝑒 = [𝑒!, 𝑒", … , 𝑒#] for each utterances.
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Background and Motivation

• Motivation
– LMs are becoming larger and larger

– Limitations in low-resource scenarios.

How to improve the training efficiency, include the data-efficiency and parameter-efficiency
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Methodology

• Cross-Task Prompt Tuning
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Methodology

• Cross-Task Prompt Tuning
– Cross-task prompt learning
• Learn from task-specific knowledge
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Methodology

• Cross-Task Prompt Tuning
– Cross-task prompt learning
• Learn from emotional knowledge

– Rewrite the verbalizer based on the assumption that some emotional labels refer to the same emotion though they have 
different textual representations.
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Methodology

• Cross-Task Prompt Tuning
– Cross-task prompt observation

• Some cross-task knowledge is useful

• Some other cross-task knowledge is useless

• Utilize a gate mechanism to observe the learned knowledge
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Methodology

• Cross-Task Prompt Tuning
– Derivate-free Optimization (DFO)
• Covariance Matrix Adaptation Evolution Strategy (CMA-ES)

– Simulates a population of potential solutions, treating each solution as an evolving population
– Adapted by the covariant matrix
– Optimize a vector z

• Adapt to CTPT
– Maps the vector z to the prompts and other learnable parameters
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Main Results

• Cross-Task Prompt Tuning
– Experiments
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Conclusion

•We strictly define the task of the few-shot setting for ERC.

•We propose a cross-task prompt tuning (CTPT) method to tackle this problem 
utilizing the cross-task knowledge.

• Experiments on ERC benchmarks show that CTPT can not only outperforms baseline 
models in the few-shot setting but also obtain a surprising result in the zero-shot 
transfer.

• CTPT is data-efficient and parameter-efficient.
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